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Abstract Background Health consumers can use generative artificial intelligence (GenAI)
chatbots to seek health information. As GenAI chatbots continue to improve and be
adopted, it is crucial to examine how health information generated by such tools is used
and perceived by health consumers.
Objective To conduct a scoping review of health consumers’ use and perceptions of
health information from GenAI chatbots.
Methods Arksey and O’Malley’s five-step protocol was used to guide the scoping
review. Following PRISMA guidelines, relevant empirical papers published on or after
January 1, 2019, were retrieved between February and July 2024. Thematic and content
analyses were performed.
Results We retrieved 3,840 titles and reviewed 12 papers that included 13 studies
(quantitative¼ 5, qualitative¼4, and mixed¼ 4). ChatGPT was used in 11 studies,
while two studies used GPT-3. Most were conducted in the United States (n¼ 4). The
studies involve general and specific (e.g., medical imaging, psychological health, and
vaccination) health topics. One study explicitly used a theory. Eight studies were rated
with excellent quality. Studies were categorized as user experience studies (n¼ 4),
consumer surveys (n¼1), and evaluation studies (n¼8). Five studies examined health
consumers’ use of health information fromGenAI chatbots. Perceptions focused on: (1)
accuracy, reliability, or quality; (2) readability; (3) trust or trustworthiness; (4) privacy,
confidentiality, security, or safety; (5) usefulness; (6) accessibility; (7) emotional
appeal; (8) attitude; and (9) effectiveness.
Conclusion Although health consumers can use GenAI chatbots to obtain accessible,
readable, and useful health information, negative perceptions of their accuracy,
trustworthiness, effectiveness, and safety serve as barriers that must be addressed
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Background and Significance

Health consumers have a plethora of digital tools to search
for health information.1 More recently, the public release of
generative artificial intelligence (GenAI) chatbots, such as
ChatGPTonNovember 30, 2022,2 presents an opportunity for
health consumers to experience innovative ways of address-
ing health information needs. For instance, after 3 years of
consulting 17 doctors without a confirmed diagnosis of her
child’s chronic pain, a mother used ChatGPT, which sug-
gested a potential diagnosis of tethered cord syndrome that
was later confirmed by a neurosurgeon.3 Despite this case
showing both positive (the democratization of health infor-
mation) and negative (possibility of false hopes) effects of
relying on health information from GenAI chatbots, research
is needed to identify the implications of exposure to health
information from GenAI chatbots, including their signifi-
cance in altering healthcare decisions.4

As GenAI chatbots continue to improve and be adopted, it
is crucial to examine how health information generated by
such tools is used and perceived by health consumers.
However, reviews involving GenAI chatbots in the health
domain have focused on their ethical use,5 healthcare pro-
fessionals’ perspectives on information quality,6 and ways of
enhancing healthcare delivery.7 Conversely, reviews on
health consumers’ health information seeking focus on
health websites,8,9mobile health apps,10 and social media.11

To advance research on consumer health informatics, it is
pertinent that we synthesize literature on how health con-
sumers use and perceive health information from GenAI
chatbots.

Given the novelty of this technology, no study has sys-
tematically examined health consumers’ use and percep-
tions of health information from GenAI chatbots. To address
this gap, we adopted Arksey and O’Malley’s12 five-step
scoping review protocol to identify the research landscape
on this topic. Overall, our results offer important insights into
advancing research regarding the effect of GenAI chatbots on
consumer health informatics.

Materials and Methods

Step 1: Identifying Research Questions
We developed our research questions using the population-
exposure-outcome (PEO) Framework.13 Our target popula-
tion is health consumers (as defined by the US National
Institutes of Health14), which includes the general public or
lay people. We then focus on studies wherein health con-
sumers were exposed to health information from GenAI
chatbots directly (health consumers used a GenAI chatbot
to retrieve health information as part of the study) or

indirectly (researchers presented health consumers with
health information from GenAI chatbots or asked about its
use for health information seeking). The target outcomes
include the use and perceptions of health information from
GenAI chatbots. We aimed to answer the following research
questions:

RQ1: What are the characteristics of studies on health con-
sumers’ use and perceptions of health information
from GenAI chatbots?

RQ2: How did health consumers use health information
from GenAI chatbots?

RQ3: What are health consumers’ perceptions of health
information from GenAI chatbots?

Step 2: Identifying Relevant Studies
A health sciences librarian performed a database search in
February 2024 based on search terms provided by JRB.
►Supplementary Appendix 1 (available in the online
version only) lists the ten databases and the corresponding
search terms and results. The search was limited to refer-
ences from January 2019 to February 2024. Although Open-
AI’s (developer of ChatGPT and the company that made
GenAI chatbots mainstream) GPT-1 existed in 2018, they
only released the 2019 version (GPT-2) to address misuse
concerns.15 This suggests that most researchers would be
able to use it for research in 2019. JRB, DH, and MF also
performed manual searches between March and July 2024
through reference reviews and Scopus and Google Scholar
searches. We used Covidence and Zotero 7 for records
screening and management, respectively.

Step 3: Study Selection
The inclusion and exclusion criteriawere patterned based on
the PEO framework described in Step 1. Peer-reviewed
empirical papers (i.e., journal articles or conference proceed-
ings) were included based on the following criteria: (1)
written in English, (2) involve health consumers, (3) speci-
fied a GenAI chatbot, and (4) results reflect health consum-
ers’ use or perceptions of health information from a GenAI
chatbot. Papers with unclear reference to any GenAI chatbot,
results that focus only on performance testing of GenAI, or
intention-based findings on using health information from
GenAI chatbots were excluded. If a paper reports findings
from health professionals and consumers, we included that
paper and extracted results from the latter.

Step 4: Charting the Data
►Fig. 1 shows the PRISMA16 diagram that illustrates the
search process. The initial search yielded 3,840 references
based on the database (n¼3,831) and manual (Google

to mitigate health-related risks, improve health beliefs, and achieve positive health
outcomes. More theory-based studies are needed to better understand how exposure
to health information from GenAI chatbots affects health beliefs and outcomes.
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Scholar¼8; Scopus¼1) searches. After removing 795 dupli-
cates, JRB randomly selected 10%1,17 of the unique references
(305/3,045) to test interrater reliability for abstract and title
screening. Based on the listed inclusion/exclusion criteria,
G.P.S. and R.Q.D.T. reviewed the references and achieved a
moderate agreement (Cohen’s κ¼0.67). JRB discussed all
disagreements with G.P.S. and R.Q.D.T. CERwas consulted for
any uncertainties. Once group consensus was reached, J.R.B.,
R.Q.D.T., G.P.S., and C.E.R. screened 3,045 unique references,
of which 3,022were excluded. Among 23 referenceswith full
text, 11 were excluded because they did not present results
about health consumers (n¼1), did not use GenAI chatbots
(n¼5), focused on the technical evaluation of GenAI chatbots
(n¼3), or only included intention-based findings (n¼2).
Overall, 12 papers representing 13 studies are included in
this review.18–29

Step 5: Collating, Summarizing, and Reporting the
Results
An initial review of the included studies revealed diverse
research designs. This necessitates using the mixed methods

appraisal tool (MMAT) version 2018,30 which has been used
in reviews with multi-method studies on consumers’ health
information interaction.1,31,32 MMAT quality scores range
from 0 to 5 (0–2¼poor; 3¼ fair; 4¼ good; 5¼ excellent).
G.P.S. and R.Q.D.T. independently reviewed each study’s
quality based on MMAT. Interrater reliability is moderate
(Krippendorff’s α¼0.63 and 0.82). Disagreements were dis-
cussed among team members. ►Supplementary Appendix 2

(available in the online version only) shows the results of the
quality appraisal. Eight studies (62%) were rated as excellent.
Similar to previous reviews,1,33,34 no studies were excluded
based on quality.

After quality appraisal, we developed a data extraction
form usingMicrosoft Excel. The fields were initially based on
the Joanna Briggs Institute’s data extraction guidelines.35

However, the research team added fields that allow an in-
depth discussion of the findings (see ►Supplementary

Appendix 3, available in the online version only, for complete
fields). All authors were assigned papers to complete the
extraction form. Close-ended fields (e.g., publication year
and sample size) were analyzed using content analysis in

Fig. 1. PRISMA diagram.
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Microsoft Excel. In contrast, open-endedfields (e.g., aims and
key findings) were analyzed using thematic analysis in
MAXQDA 24.

Results

Characteristics of the Included Studies (RQ1)
►Table 1 shows a summary of the study characteristics.
Given the novelty of GenAI chatbots, studies were recently

published between 2023 (n¼5; 45%), 24,25,28,29 and 2024
(n¼8; 62%).18–23,26,27 Although most (n¼11; 85%) of the
studies were carried out since the public release of ChatGPT-
3.5 on November 30, 2022,18–23,25–29 Karinshak et al24 per-
formed the first researchwork (n¼2; 13%) that used a GenAI
chatbot (GPT-3) to extract health information (i.e., vaccine
information) that was subsequently used to gather percep-
tions fromhealth consumers. In general, studiesweremostly
conducted in high-income countries36 (Australia,26

Kuwait,21 Germany,28 Saudi Arabia,18–20 South Korea,29 the
UAE,21 and the United States22–24), with the United States
having four (31%) studies reflected in three papers.22–24

Most (n¼11; 85%) of the studies focused on specific
health topics, such as cancer,20 chronic disease,18 medical
imaging,23,28 psychological health,19,27 vaccination,24 surgi-
cal procedures,26,29 and urolithiasis.25 Studies were primar-
ily quantitative (n¼5; 38%)23–25,28 and conducted surveys
(n¼9; 69%)22–29 for data collection. Except for Choudhury
et al’s study22 that used the unified theory of acceptance and
use of technology (UTAUT),37 the rest did not use a
theory.18–21,23–29

Studies collected data from patients (n¼6;
46%),18–20,25,26,28 the general adult population (n¼5;

Table 1 Study characteristics

Characteristics n of studies (%)

Year published

2024 (up to July) 8 (62)

2023 5 (38)

Study period

After ChatGPT-3.5 release
(since November 30, 2022)

11 (85)

Before ChatGPT-3.5 release
(before November 30, 2022)

2 (15)

Country conducted

United States 4 (31)

Saudi Arabia 3 (23)

South Korea 2 (15)

Australia 1 (8)

Germany 1 (8)

Iran 1 (8)

Jordan 1 (8)

Kuwait 1 (8)

United Arab Emirates 1 (8)

Health topic

General health 2 (15)

Medical imaging 2 (15)

Psychological health 2 (15)

Vaccination 2 (15)

Surgical procedures 2 (15)

Cancer 1 (8)

Chronic disease 1 (8)

Urolithiasis 1 (8)

Use of theory

No 14 (92)

Yes 1 (8)

Design

Quantitative 5 (38)

Qualitative 4 (31)

Mixed 4 (31)

Data collection method

Survey 9 (69)

Interview 4 (31)

(Continued)

Table 1 (Continued)

Characteristics n of studies (%)

Focus group 1 (8)

Health consumer category

Patients 6 (46)

General adult population 5 (38)

Informal caregivers 1 (8)

Patient advocates 1 (8)

Recruitment site

Hospital 6 (46)

Survey panel 3 (23)

Social media 2 (15)

Unspecified 2 (15)

Analytic sample size

Less than 10 2 (15)

10–99 8 (62)

>100 3 (23)

GenAI chatbot

ChatGPT-3.5 6 (46)

ChatGPT (unspecified version) 4 (31)

GPT-3 2 (15)

ChatGPT-4 1 (8)

Study type

Evaluation studies 8 (62)

User experience studies 4 (31)

Consumer surveys 1 (8)

Note: Results can exceed 100% due to overlap or rounding.
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47%),21,22,24,29 informal caregivers (n¼1; 7%),27 or patient
advocates (n¼1; 7%).23 Patients were recruited from hospitals
(n¼6; 40%),18–20,25,26,28 while online methods, such as survey
panels (i.e., Amazon Mechanical Turk and Centiment; n¼3;
33%)22,24 and social media (Facebook, Instagram, X, and Tele-
gram; n¼2; 13%),21,27 were used to reach the general adult
population or informal caregivers. The analytic sample size
ranged between 2 and 1,496, with a median of 24 (SD
¼443.63). All studies referenced OpenAI’s GenAI chatbots,
with the majority referencing ChatGPT-3.5 (n¼6;
47%),18–20,23,25,28 followed by GPT-3 (n¼2; 13%),24 and
ChatGPT-4 (n¼1; 7%).29

The studies can be categorized into three groups based on
their study aims. The first category (user experience studies)
involves investigating health consumers’ experience using
GenAI chatbots for health information seeking (n¼4;
31%).18–21 For instance, these studies recruited participants
who had used ChatGPT for health information seeking and
asked for their experience with its use. The second category
(consumer surveys) involves identifying health consumers’
use and perceptions of GenAI chatbots for health information
seeking through consumer surveys (n¼1; 8%).22

The third category (evaluation studies) involves examining
health consumers’ evaluation of health information from
GenAI chatbots (n¼8; 62%).23–29 These studies have two
phases in which researchers use GenAI chatbots to generate
health information (i.e., generation phase), which is then
followed by an evaluation phase in which researchers ask
both health consumers and professionals23,26,27,29 (n¼4) or
the former only (n¼4)24,25,28 to evaluate GenAI-generated
health information. In the generation phase, most studies
generated prompts that were self-developed by the research
team (n¼6),24–26,28,29 followed by those generated through
literature reviews (n¼2)23,27 and consultation with indepen-
dent experts (n¼1).23Next, six studies usedzero-shot prompt-
ing,23,25–29while two of Karinshak et al’s24 studies were based
on zero-shot and few-shot prompting. Moreover, only two
studies specified that one member of the research team
entered the prompts.27,29 In the evaluation phase, two studies
employed blinding (the source of health information was not
disclosed),24,26 three did not,25,27,29 one did both,24 and two
were unclear.23,28

Health Consumers’ Use of Health Information from
GenAI Chatbots (RQ2)
Five studies18–22 examined health consumers’ use of health
information from GenAI chatbots. These include interview
studies in West Asia18–21 and a survey study in the United
States.22

Among the West Asia studies, three studies by Al-Anezi
in Saudi Arabia required university hospital patients (29
chronic disease patients,18 24 mental health patients,19 and
72 cancer patients20) to use ChatGPT-3.5 to search for
health information within 2 weeks before conducting inter-
views. These studies are some of the earliest that involved
health consumers using a GenAI chatbot for health infor-
mation seeking. Meanwhile, Al-Shboul21 interviewed par-
ticipants from Jordan, Kuwait, and the UAE who used

ChatGPT to seek health information between 2022 and
2023.

Collectively, ChatGPT was primarily used by health con-
sumers as an information hub to obtain referrals for health
services and resources, address health concerns and miscon-
ceptions, and learn more about health issues.18–21 Other uses
involve intervention delivery (psychoeducation, cognitive
behavioral therapy, and crisis intervention),18–20 emotional
support,18–21 goal setting,18–21 and language translation.20

Another involved a US consumer survey based on a panel
survey of 607 US adults recruited from Centiment.22 Results
show that only 44 (7%) reported using ChatGPT for health
information seeking.

Health Consumers’ Perceptions of Health Information
from GenAI Chatbots (RQ3)
►Table 2 presents a summary of perceptions related to
health information from GenAI chatbots.

Accuracy, Reliability, or Quality (10 Studies)
Five studies noted that health consumers are concerned
about the accuracy, reliability, or quality of health informa-
tion provided by GenAI chatbots.18–21,29 Some studies allude
to the socio-technical nature of ChatGPT, wherein partici-
pants recognize that it does not have the latest information
due to outdated training data18 (technical dimension) and
the reliability of the output depends on the user’s prompting
skills (social dimension).29 Moreover, qualitative insights
suggest that consumers expect both quality and quantity,
inwhich ChatGPTshould provide comprehensive yet reliable
health information.22

Three studies highlight differences in accuracy, reliability,
or quality perceptions among health consumers and profes-
sionals.26,27,29 For instance, a study by Lockie and Choi26 that
blinded the source of the laparoscopic cholecystectomy
information leaflets found that patients (compared to doc-
tors) gave a higher quality rating to the ChatGPT version
(Mpatients¼7.5; Mdoctors¼6.7). Likewise, patients gave the
ChatGPT version a higher quality rating than the leaflet
created by surgeons (MChatGPT¼7.5; MSurgeon¼7.1). These
findings were consistent with two unblinded studies.27,29

Specifically, Saeidnia et al27 reported that informal care-
givers, on average, rated the health information from
ChatGPT at a higher level of responsiveness (i.e., “Were the
responses scientific enough?”) than formal caregivers (i.e.,
neurologists and nurses) across 31 dementia-related infor-
mation needs (Minformal caregivers¼3.77; Informalcaregivers
¼3.13). Moreover, Yun et al29 used DISCERN (a validated
instrument for evaluating written consumer health informa-
tion38) and found that laypeople (compared to plastic sur-
geons) gave higher reliability (Mlaypeople¼3.61; Mplastic

surgeon¼3.47; p¼0.014) and information quality (Mlaypeople

¼3.81; Mplastic surgeon¼3.40; p<0.001) scores to ChatGPT-
generated mammoplasty information.

Two studies by Karinshak et al24 demonstrate how source
and source labels affect perceptions of accuracy, reliability, or
quality of health information provided by GenAI chatbots. In
both studies wherein respondents were blinded from the
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actual source of information, the GPT-3-generated COVID-19
vaccine information received a significantly higher argument
strength than the one from the Centers for Disease Control
and Prevention (CDC). However, in the second study that
used the same GPT-3-generated COVID-19 vaccine informa-
tion but was experimentally labeled as either originating
from the CDC, doctors, or AI, argument strength is lower for
the AI group (M¼3.60) than the CDC (M¼3.81) or doctors
group (M¼3.79).

Readability (Seven Studies)
Qualitative results involving patients26 and informal care-
givers27 indicated that the health information provided by
ChatGPTwaswell presented, used plain and simple language,
and was easy to read. These findings are consistent with
quantitative studies that simplified health information using
ChatGPT.25,28 Moreover, Yun et al29 found that laypeople
(compared to plastic surgeons) gave a slightly higher under-
standability (Mlaypeople¼93.42; Mplastic surgeon¼90.50;
p¼0.051) score to ChatGPT-generated mammoplasty infor-
mation. Conversely, qualitative studies involving chronic
disease18 and cancer20 patients from Saudi Arabia found
that ChatGPT was not effective in translating health infor-
mation from English to Arabic.

Trust or Trustworthiness (Five Studies)
Qualitative findings from several studies highlight health
consumers’ concerns about the trustworthiness of ChatGPT
as a source of health information.18,21,22 A common theme is
that the lack of trust stems from patients’ perceived inaccu-
racy18,21,22 and bias18 of health information from ChatGPT.
Some studies also found that the trustworthiness of health
information from GenAI chatbots is context-dependent. For
instance, consumers may distrust health information from
ChatGPT if it is about a seriousmedical issue,21 but may trust
it if the answer is unknown (e.g., the patient does not know
anything about the health issue).27 Findings from qualitative
studies align with their quantitative counterparts, wherein
health consumers are less likely to trust urolithiasis infor-
mation (unblinded; no comparison group) from ChatGPT-
3.525 and vaccine information (blinded; MGPT-3¼3.10; MCDC

¼3.77; Mdoctor¼3.98; p<0.001) from GPT-3.24 One study
found that ChatGPT can enhance its trustworthiness by
reminding users to consult healthcare professionals for
more information about their condition.18 Another study
also suggests that an overly intelligent ChatGPTwould make
consumers apprehensive of delegating health-related deci-
sion-making.22

Privacy, Confidentiality, Security, or Safety (Five Studies)
Qualitative findings from five studies emphasized health
consumers’ concerns about privacy, confidentiality, security,
or safety of health information from ChatGPT.18,19,21,22,29

Studies18,19,21 found that health consumers believe ChatGPT
might be misusing others’ protected health information
(PHI) to generate a response. In effect, they feel unsafe
entering their PHI for health information seeking.18,19,21

Although health consumers who use ChatGPT for health or

nonhealth purposes expressed concerns about the privacy
and confidentiality of their information, those who use it for
health-related inquiries tend to emphasize the need to
secure the safety of health information.22

Usefulness (Four Studies)
Health consumers consider health information from
ChatGPT useful as it can address their health information
needs.27However, the extent of usefulness is context-depen-
dent based on the difficulty of the question, user type, and
extent of personalization. First, Al-Shboul et al21 reported
that most participants expressed that ChatGPT is useful only
for basic health questions and considers usefulness as a
motivator to interact with ChatGPT. This is consistent with
the study of Gordon et al23 wherein patient advocates rated
most of the ChatGPT responses to radiology report questions
as “at least partially relevant and of or helpful” (97%;
n¼128/132) rather than “fully relevant and of or helpful”
(57%; n¼75/132).

Second, although laypeople and plastic surgeons found
health information about mammoplasty to be useful (use-
fulness was conceptualized as actionability based on the
patient education materials assessment tool39), the former
had a significantly lower rating for its usefulness (Mlaypeople

¼86.56; Mplastic surgeon¼93.44; p¼0.013).29 That study also
found that the lack of visual aids limits the usefulness of text-
only health information provided by ChatGPT.29

Finally, studies show that health information from
ChatGPT was less useful because it lacked personaliza-
tion.20,29 This is supported by one study wherein most
participants (n¼12; 75%) expressed that ChatGPT should
provide personalized responses to be useful.21

Accessibility (Four Studies)
Qualitative findings show that health consumers appreciate
the capability to access health information from ChatGPT
regardless of time or location.18,21,29 Moreover, it enhances
access to health information by being free to use18,27 and
available on multiple devices.18 However, there is concern
about how long it will remain free.18 One study also found
that most health consumers (n¼13; 81%) consider accessi-
bility as a motivator to use ChatGPT for health information
seeking.21

Emotional Appeal (Four Studies)
Two studies found that health information provided by
ChatGPT-3.5 (free version) lacks empathy.18,21 On the con-
trary, a study that used ChatGPT-4 (paid version at the time
of the study) to generate mammoplasty information found
that laypeople thought that it provides “emotionally appro-
priate counseling” and “is actually better than some doc-
tors.”29 The same study also found that laypeople gave the
ChatGPT-4-generated information a higher emotional score
than plastic surgeons (Mlaypeople¼3.49; Mplastic surgeon

¼3.05; p¼0.002).29 Given the importance of emotional
appeal, one study found that 63% (n¼10) of health consum-
ers consider it a motivator to use ChatGPT for health infor-
mation seeking.21
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Attitude (Three Studies)
Kim et al25 found that patients had more negative attitudes
(i.e., worry and wariness) after reading urolithiasis preven-
tion information from ChatGPT (unblinded). This finding is
consistent with Karinshak et al’s24 second study in which
unblinded respondents had a lower attitude to COVID-19
vaccine information fromGPT-3 (MGPT-3¼2.38) than the one
from the CDC (MCDC¼2.76). On the contrary, Karinshak
et al’s24 blinded groups across two studies reported higher
attitudes toward vaccine information from GPT-3 than those
from the CDC.

Effectiveness (Two Studies)
Two studies by Karinshak et al24 examined perceived mes-
sage effectiveness (reflecting persuasiveness and believabil-
ity) of COVID-19 vaccine information from GPT-3. In both
studies wherein respondents were blinded from the actual
source of information, the GPT-3-generated COVID-19 vac-
cine information had significantly higher perceived message
effectiveness than the one from the CDC. However, in
the second study that used the same GPT-3-generated
COVID-19 vaccine information but was labeled as either
originating from the CDC, doctors, or AI, perceived message
effectiveness was significantly lower for the AI group
(M¼3.28) than the CDC (M¼3.50) or doctors group
(M¼3.47).

Discussion

Our findings show that studies on health consumers’ use and
perceptions of health information fromGenAI chatbots are in
the early stages, as evidenced by few publications concen-
trated in high-income countries and the prevalence of athe-
oretical studies. This finding is consistent with reviews of
other emerging health information technologies.40,41 Thus,
we encourage using theory to better understand and offer
potential explanations of how exposure to health informa-
tion from GenAI chatbots leads to health beliefs and out-
comes. Broad categories of theoretical models that may offer
helpful insights include behavior change models (e.g., AI
Chatbot Behavior Change Model,42 Behavior Change
Wheel,43 Health Belief Model,44 and Theory of Planned
Behavior45), technology acceptance models (e.g., UTAUT37)
and implementation science models (e.g., Consolidated
Framework for Implementation Research Framework46).

Although more than half of the studies (62%) were of
excellent quality, none used standardized reporting guide-
lines. This is expected since GenAI-related reporting guide-
lines (FUTURE-AI47 and TRIPOD-LLM48) were not yet
available when the reviewed studies were conducted. As
more scholars become aware of these guidelines, we expect
greater adoption of such guidelines. Moreover, future work
should provide more details of their methodology (e.g.,
prompt generation process, prompting technique, and num-
ber of assigned prompters) to enhance rigor and
reproducibility.

Most studies used OpenAI’s ChatGPT. Although Open AI’s
GPT-3 was the first24 to be referenced among the reviewed

studies, its limited release among developers49 may explain
why it was not used in as many studies as ChatGPT. As
ChatGPT was more recently released, very few users have
used it,50making it a novel health information source. This is
evidenced by a few studies that required participants to use
ChatGPT for health information seeking18–20 and a low
percentage (7%) of self-reported use for health information
seeking22 As the number of GenAI chatbots continues to
grow and as health consumers increasingly use them, we
expect to see studies that report greater use of GenAI
chatbots for health information seeking and compare the
use and perceptions of health information between GenAI
chatbots.

The findings shed light on perceptions that various stake-
holders (e.g., end users, healthcare providers, GenAI devel-
opers, policymakers, and scholars) should be mindful of
when incorporating GenAI chatbots to support health infor-
mation seeking. For instance, despite health consumers
perceiving health information from GenAI chatbots to be
accessible, readable, and useful, the studieswe reviewed also
found that health consumers have negative attitudes and
distrust toward GenAI chatbots, leading them to be critical of
their accuracy, safety, and effectiveness, especially when
health information is explicitly mentioned to originate
from them. This is consistent with earlier consumer sur-
veys51 and research on user perceptions of AI-generated
output in healthcare52,53 and nonhealthcare contexts.54

Given the rapid technological development of GenAI chat-
bots55 and as more health consumers become familiar with
them,56 there will be a need to longitudinally examine
perceptions of health information from such tools tomitigate
health-related risks and improve health outcomes. Besides,
examining cultural and socioeconomic differences57,58 could
identify patterns in the use and perceptions of GenAI chat-
bots for health information seeking.

Limitations and Future Perspectives
This reviewhas several limitations. Althoughwe conducted a
rigorous and systematic search through the database and
manual searches, this scoping review only represents a few
studies. Given the strong scientific interest in GenAI as
evidenced by an ever-increasing number of newly published
papers,59 we have missed studies that were not indexed
during the search. Besides, grey literature was not included
in the search. As such, the insights from this review only
reflect the findings from the included studies, which limits
generalizability. Since only papers published in English were
considered for inclusion, otherwise qualifying non-English
publications may have been missed. Despite assessing the
quality of studies, this only provides the current state of
study quality on this topic. It does not give a critical evalua-
tion necessary to facilitate the development of evidence-
based practices. Finally, given the availability of multiple
GenAI chatbots (e.g., Claude, Copilot, DeepSeek, Gemini,
Grok, Meta AI, and Perplexity) that routinely incorporate
enhanced information retrieval technologies (e.g., embed-
ded real-timeweb-search functionality, retrieval augmented
generations, and response reasoning60) to help reduce
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hallucinations and provide dynamic, up-to-date information,
it is crucial to identify how such changes affect health
information seeking. Thus, future studies can use our find-
ings as a baseline to identify changes in health consumers’
use and perceptions of health information from awide range
of GenAI chatbots.

Conclusion

This scoping review provides an initial overview of health
consumers’ use and perceptions of health information from
GenAI chatbots. Although health consumers can use GenAI
chatbots to obtain accessible, readable, and useful health
information, negative perceptions of their accuracy, trust-
worthiness, effectiveness, and safety serve as barriers that
stakeholders must address to mitigate health-related risks,
improve health beliefs, and achieve positive health outcomes
among users of GenAI chatbots. Aside from advocating the
use of theories to explain how health information provided
by GenAI chatbots leads to health beliefs and outcomes, this
review calls for methodological rigor by using standardized
reporting guidelines that facilitate reproducibility and com-
parison of future work.

Clinical Relevance Statement

This scoping review identified the research landscape on
health consumers’ use and perceived health information
from GenAI chatbots. Our findings show that health con-
sumers distrust AI, making them critical of its accuracy,
safety, and effectiveness. Healthcare providers must famil-
iarize themselves with GenAI chatbots and work with health
consumers on responsibly using them for health information
seeking.

Multiple-Choice Questions

1. Who among the following authors conducted the earliest
study to examine health consumers’ perceptions of health
information from a GenAI chatbot?
a. Karinshak et al (2023)
b. Kim et al (2023)
c. Schmidt et al (2023)
d. Yun et al (2023)

Correct Answer: The correct answer is option a. Karin-
shak et al24 used GPT-3 to obtain COVID-19 vaccine
information. GPT-3 was released in 2019 and is the
predecessor of ChatGPT (released November 30, 2022).
The rest of the choices conducted their study using
different versions of ChatGPT.

2. Most studies on health consumers’ perceptions of health
information from GenAI chatbots provided insights into:
a. Usefulness
b. Trust or trustworthiness
c. Readability
d. Accuracy, reliability, or quality

Correct Answer: The correct answer is option d. Most of
the studies (77%; n¼10) provided insights into the accu-
racy, reliability, or quality of health information from
GenAI chatbots.
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Supplementary Appendix 1 Search terms used in
the database search

Database: ACM Digital Library
Search date: February 28, 2024
Results: 924
“query”: { AllField:(“Artificial intelligence” OR “Generative

AI” OR “generative intelligence” OR ChatGPT OR Bard OR
Copilot OR “bing chat” OR “bing ai” OR gemini) AND (“Health-
care information” OR “Health information” OR “medical infor-
mation” OR “Drug information” OR “information seeking” OR
“seeking behavior” OR “seeking behaviour” OR “seeking behav-
iors” OR “Seeking Behaviours” OR “information behavior” OR
“information Behaviour” OR “information behaviors” OR “in-
formation Behaviours”) AND (patients OR patient) }

“filter”: { E-Publication Date: Past 5 years, ACM Content:
DL }

Database: CINAHL
Search date: February 26, 2024
Results: 158
((AI OR Artificial intelligence OR Generative AI OR gener-

ative intelligence OR ChatGPT OR Copilot OR bing chat OR
bing AI OR (TI Bard OR AB Bard OR SU Bard))) AND (Health-
care information OR Health information OR medical infor-
mation OR information seeking OR seeking behavior OR
Seeking Behaviour OR seeking behaviors OR Seeking Behav-
iours OR information behavior OR information Behaviour OR
information behaviors OR information Behaviours OR (MH
“Consumer Health Information”) OR (MH “Drug Informa-
tion”)) AND (patient OR patients OR consumers OR consumer
OR general public OR layperson OR laypersons OR laypeople)

Limiters: Publication date: January 1, 2019, to Febru-
ary 31, 2024

Database: Cochrane DSR
Search date: February 26, 2024
Results: 7
(Artificial intelligence or Generative AI or generative

intelligence or ChatGPT or Copilot or bing chat or bing AI
or bard or gemini).ti,ab,ct,kw.

No limiters as there were so few results.
Database: Communication & Mass Media Complete
Search date: February 26, 2024
Results: 78
((Healthcare information OR Health information ORmed-

ical information OR drug information OR information seek-
ing OR seeking behavior OR seeking Behaviour OR seeking
behaviors OR seeking Behaviours OR information behavior
OR information Behaviour OR information behaviors OR
information Behaviours) OR (patients OR patient)) AND (AI
OR Artificial intelligence OR Generative AI OR generative
intelligence OR ChatGPT OR Copilot OR bing chat OR bing ai
OR Bard OR gemini)

Limiters: Publication date: January 1, 2019, to Decem-
ber 31, 2024

Database: Library Literature & Information Science Full
Text

Search date: February 26, 2024
Results: 180
(AI OR Artificial intelligence OR Generative AI OR genera-

tive intelligence ORChatGPT ORCopilot OR bing chat OR bing
ai OR Bard OR gemini) AND ((Healthcare Information OR
Health information OR medical information OR drug infor-
mation OR ((information seeking OR seeking behavior OR
seeking Behaviour OR seeking behaviors OR seeking Behav-
iours OR information behavior OR information Behaviour OR
information behaviors OR information Behaviours) AND
(patient OR patients OR consumer OR consumers OR general
public OR layperson OR laypersons OR laypeople)))

Limiters: Publication date: January 1, 2019, to Decem-
ber 31, 2024

Database: PROSPERO
Search date: February 26, 2024
Results: 49
(“Artificial intelligence” OR “Generative AI” OR “genera-

tive intelligence” OR ChatGPT OR Copilot OR “bing chat” OR
“bing AI” OR “Google Bard” OR “Bard AI” OR “Google Gemini”
OR “Gemini AI”) AND (Healthcare information OR Health
information ORmedical information OR information seeking
OR seeking behavior OR Seeking Behaviour OR seeking
behaviors OR Seeking Behaviours OR information behavior
OR information Behaviour OR information behaviors OR
information Behaviours OR drug information) where CD
from January 1, 2019, to February 29, 2024

Database: PsycINFO & PsycArticles
Search date: February 26, 2024
Results: 88
((“AI” OR Artificial intelligence OR “Generative AI” OR

generative intelligence OR ChatGPT OR Copilot OR bing chat
OR “bing AI”) OR (TI Bard OR AB Bard OR KW Bard OR SU
Bard)) AND (patient OR patients OR consumers OR consumer
OR general public OR laypersonOR laypersons) AND (Health-
care information OR Health information OR medical infor-
mation OR information seeking OR seeking behavior OR
seeking behaviors OR information behavior OR information
behaviors)

Limiters: Publication year: 2019 to 2024
Database: PubMed
Search date: February 28, 2024
Results: 663
((“AI” OR “Artificial intelligence”[tiab] OR “Artificial Intel-

ligence”[Mesh:NoExp] OR “Generative AI” OR “generative
intelligence” OR ChatGPT OR Copilot OR “Bing chat” OR
“Bing AI” OR Bard[tiab] OR “gemini”) AND (Patients[Mesh:
NoExp] OR patients[tiab] OR patient[tiab] OR Consumers
[tiab] OR consumer[tiab] OR layperson OR laypersons OR
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laypeople OR “general public”)) AND (“healthcare informa-
tion” OR “health information” OR “Consumer Health Infor-
mation”[Mesh:NoExp] OR “medical information” OR “drug
information” OR “Information Seeking Behavior”[Mesh] OR
“information seeking” OR “seeking behavior” OR “seeking
behaviour” OR “seeking behaviors” OR “Seeking Behaviours”
OR “information behavior” OR “information Behaviour” OR
“information behaviors” OR “information Behaviours” OR
“Inf Behav”[Journal:__jid9001390])

Filters: from January 1, 2019, to February 29, 2024
Database: Scopus
Search date: February 28, 2024
Results: 1,050
(TITLE-ABS-KEY (ai OR “Artificial intelligence” OR “Gen-

erative AI” OR “generative intelligence” OR chatgpt OR bard
OR copilot OR “bing chat” OR “bing ai” OR gemini) AND
TITLE-ABS-KEY (“Healthcare information” OR “Health infor-
mation” OR “medical information” OR “Drug information”
OR “information seeking” OR “seeking behavior” OR “seek-
ing behaviour” OR “seeking behaviors” OR “Seeking Behav-
iours” OR “information behavior” OR “information
Behaviour” OR “information behaviors” OR “information

Behaviours”) AND TITLE-ABS-KEY (patients OR patient OR
consumer OR consumers OR layperson OR laypersons OR
laypeople OR “general public”)) AND PUBYEAR>2018 AND
PUBYEAR<2025

Database: Web of Science
Search date: February 28, 2024
Results: 634
TS¼ (AI OR “Artificial intelligence” OR “Generative AI” OR

“generative intelligence” OR ChatGPT OR Bard OR Copilot OR
“bing chat” OR “bing ai” OR gemini) AND ((TS¼ (“Healthcare
information” OR “Health information” OR “medical informa-
tion” OR “drug information” OR information seeking OR
seeking behavior OR Seeking Behaviour OR seeking behaviors
OR Seeking Behaviours OR information behavior OR informa-
tion Behaviour OR information behaviors OR information
Behaviours) AND TS¼ (patients OR patient)) OR (TS¼ (“
Healthcare information” OR “Health information” OR “medi-
cal information” OR “drug information”) AND TS¼ (Consumer
OR Consumers OR layperson OR laypersons OR laypeople OR
“general public”)))

Timespan: January 1, 2019, to February 28, 2024 (publi-
cation date)
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Supplementary Appendix 2 Quality appraisal
using MMAT
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Author(s) and year Study designb Criteria 1 Criteria 2 Criteria 3 Criteria 4 Criteria 5 Evaluationc

Al-Anezi (2024)1,a Qualitative Yes Yes Yes Yes Yes Excellent

Al-Anezi (2024)2 Qualitative Yes Yes Can’t tell Yes Yes Good

Al-Anezi (2024)3,a Qualitative Yes Yes Yes Yes Yes Excellent

Al-Shboul et al (2023)4 Qualitative Yes Yes Yes Yes Yes Excellent

Choudhury et al (2024)5 Mixed Yes Yes Yes Yes Yes Excellent

Gordon et al (2024)6 Quantitative-NR Yes Yes Yes Yes Yes Excellent

Karinshak et al
(2023)7—study 1

Quantitative-NR Yes Yes Yes Yes Yes Excellent

Karinshak et al
(2023)7—study 2

Quantitative-NR Yes Yes Yes Yes Yes Excellent

Kim et al (2023)8,a Quantitative-NR Yes No Yes Can’t tell Yes Fair

Lockie and Choi (2024)9,a Mixed Yes No Yes Yes Yes Good

Saeidnia et al (2024)10 Mixed Yes No Yes Yes Yes Good

Schmidt et al (2023)11 Quantitative-D Yes No Yes Yes Yes Good

Yun et al (2023)12 Mixed Yes Yes Yes Yes Yes Excellent

Abbreviations: Quantitative-D, quantitative descriptive; Quantitative-NR, quantitative nonrandomized.
aPublication year is based on online first release.
bCriteria questions depend on study design in MMAT.13
cEvaluation of studies: Excellent (Yes¼ 5), Good (Yes¼ 4), and Fair (Yes � 3).
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Supplementary Appendix 3 Data extraction results
Author(s),
publication year

Country
conducted

Study type; aims;
theory used

Health topic Design; data
collection; year of
data collection

Sample size and type
of health consumers;
recruitment site

GenAI chatbot;
exposure; duration of
exposure if direct

Key findings

Al-Anezi (2024)1,a Saudi Arabia User experience study;
examine the use of
ChatGPT as a virtual
health coach for chronic
disease management;
none

Chronic disease Qualitative; semi-
structured interview;
unspecified year

29 chronic disease
patients; university
hospital

ChatGPT 3.5; direct;
used for 2 weeks

20 themes/factors which were categorized
into opportunities and challenges in using
ChatGPT as a virtual coach for chronic
disease management. Opportunities include
(1) Continuous or life-long learning; (2)
scalability; (3) Cost-effectiveness; (4)
Reminders; (5) Behavioral change support;
(6) Adaptability; (7) Peer support; (8) Goal-
setting; (9) Engagement; (10) Accessibility.
Challenges include (1) Limited physical
examination; (2) Lack of human connection;
(3) Complexity of individual cases; (4)
Privacy and security; (5) Legal and ethical
challenges; (6) Language and cultural
barriers; (7) Technical limitations; (8)
Diagnostic limitations; (9) lack of reliability
and trust; (10) Emergency situations

Al-Anezi (2024)2 Saudi Arabia User experience study;
understand the use and
abilities of ChatGPT for
mental health support
and information
seeking; none

Psychological
health (mental
health)

Qualitative; semi-
structured interview;
unspecified year

24 mental health
patients; university
hospital

ChatGPT 3.5; direct;
used for 2 weeks

8 themes related to the mode of use were
identified. All participants identified the
LLM as a tool for education. Between 11
and 18 of the 24 used it for emotional
support, psychotherapeutic exercises, and
self-assessment and monitoring. Between
3 and 8 of the 24 identified it as a tool
capable of providing information related to
crisis intervention, cognitive behavioral
therapy, referral and resources, goal
setting, and motivation

Al-Anezi (2024)3,a Saudi Arabia User experience study;
understand how cancer
patients experience
ChatGPT as a resource
for health behavior and
lifestyle change; none

Cancer Qualitative; focus
group; November 2022
to April 2023

72 cancer patients;
university hospital

ChatGPT 3.5; direct;
used for 2 wk

Themes emerged that indicate ChatGPT
assisted with health literacy and self-
management. The self-management
theme included feeling supported
emotionally by ChatGPT. Concerns
expressed include privacy, lack of
personalization, and reliability (factual
accuracy of the output) issues

Al-Shboul et al
(2024)4

Jordan, Kuwait,
United Arab
Emirates

User experience study;
understand how
participants interact with
ChatGPT for health
information seeking,
including perceived
benefits, drawbacks,
usefulness, and
effectiveness; none

General health Qualitative; semi-
structured interview;
2023

16 adults who had
experience using
ChatGPT for health
information-seeking;
social media (Facebook
and X)

ChatGPT (version
unspecified); Indirect;
unknown

ChatGPT was found to be convenient and
accessible. Concerns about dependability
and trustworthiness were noted. Further
personalization and tailoring of responses
were identified as important. The need for
emotional support and empathy from the
chatbot was underscored
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(Continued)

Author(s),
publication year

Country
conducted

Study type; aims;
theory used

Health topic Design; data
collection; year of
data collection

Sample size and type
of health consumers;
recruitment site

GenAI chatbot;
exposure; duration of
exposure if direct

Key findings

Choudhury et al
(2024)5

United States Consumer survey;
assess perceptions of
ChatGPT for health-
related information
gathering; unified
theory of acceptance
and use of technology
(UTAUT)

General health Mixed; online survey;
February to
March 2023

607 in general; 44
adults who used
ChatGPT for health-
related queries; survey
panel (centiment)

ChatGPT (version
unspecified); indirect

Qualitative findings show that engaging
with ChatGPT for healthcare-related
matters demonstrates a pronounced
emphasis on safety and trust. There is a
critical need for heightened accuracy,
security, and ethical considerations,
aligning with the sensitive nature of
healthcare information and decision-
making processes

Gordon et al (2024)
6

United States Evaluation study; in
addition to assessing the
accuracy, relevance, and
readability of ChatGPT’s
responses to common
imaging-related
questions by patients
and patient advocates,
provided feedback to
assess the utility of the
responses; none

Medical imaging
(radiology)

Quantitative; survey;
March 2023

2 patient advocates;
unspecified site

ChatGPT 3.5; indirect ChatGPT demonstrates the potential to
respond accurately, consistently, and
relevantly to patients’ imaging-related
questions. However, imperfect accuracy
and high complexity necessitate oversight
before implementation. Prompts reduced
response variability and yielded more
targeted information, but they did not
improve readability. ChatGPT has the
potential to increase accessibility to health
information and streamline the production
of patient-facing educational materials;
however, its current limitations require
cautious implementation and further
research

Karinshak et al
(2023)7—study 1

Unspecified; likely
United States

Evaluation study;
evaluate perceptions of
ChatGPT-generated pro-
vaccination messages;
none

Vaccination Quantitative; online
survey; likely before
2022

852 adults; survey
panel (Amazon
Mechanical Turk)

GPT-3; indirect GPT-3 vaccine messages were rated as
more persuasive and more effective.
Respondents also had a more positive
attitude toward GPT-3 vaccine messages.
Unvaccinated respondents rated all less
favorably. Respondents who have greater
education and are Democrat-leaning rated
more favorably

Karinshak et al
(2023)7—study 2

Unspecified; likely
United States

Evaluation study;
evaluate the effect of
messaging source
favorability of pro-
vaccination messaging;
none

Vaccination Quantitative; online
survey; likely before
2022

1,496 adults; survey
panel (Amazon
Mechanical Turk)

GPT-3; indirect GPT-3 messages were again rated as
evoking more positive attitudes, higher
strength, and more effective. When
labeled as “AI,” they were rated less
favorably than “CDC” and no source.
“Doctor” was not labeled more favorably
than “AI.” Significant effect between label
source and strength. GPT-3 messages
rated higher except when labeled as from
“AI.” That is, respondents preferred GPT-3
messages, but not when they were told
they were LLM-created. Trustworthiness
was a moderator, explaining why the “AI”
source label was preferred less than “CDC”
and “Doctor”
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(Continued)

Author(s),
publication year

Country
conducted

Study type; aims;
theory used

Health topic Design; data
collection; year of
data collection

Sample size and type
of health consumers;
recruitment site

GenAI chatbot;
exposure; duration of
exposure if direct

Key findings

Kim et al (2023)8 South Korea Evaluation study; to
evaluate changes in
patient perceptions
regarding AI before and
after receiving a
ChatGPT-written
explanatory note; none

Urolithiasis Quantitative; survey;
2023

24 urolithiasis
patients; likely a
university hospital

ChatGPT 3.5; indirect Significant differences were found in the
summation of negative questionnaire
scores between pre- and post-surveys of
ChatGPT, but not in the positive
questionnaire scores. The mean difference
of negative questionnaires was increased
by 1.3� 2.1, indicating that negative
emotions, such as worry or wariness
relative to the AI, were augmented. Most
(80%) agreed or strongly agreed that the
generated explanation helped them
understand the disease process, while only
66% had confidence in the explanation.
Linear regression identified education level
as positively correlated with satisfaction.
No correlations between demographic
data and satisfaction questionnaire results
(p> 0.05)

Lockie and Choi
(2024)9

Australia Evaluation study;
compare patients’
evaluation of ChatGPT
patient information
leaflet to a surgeon-
created leaflet regarding
laparoscopic
cholecystectomy; none

Surgical procedure
(laparoscopic
cholecystectomy)

Mixed; survey; May to
June 2023

28 patients
undergoing elective
laparoscopic
cholecystectomy;
private hospital

ChatGPT (version
unspecified); indirect

Patients and doctors rated the ChatGPT
patient information leaflets higher, by
mean score, than the surgeon-created
leaflets. Notable qualitative comments
from patients about the ChatGPT leaflet
include: “well presented”, “it is plain,
simple language easy to read”, and “a bit
wordy”

Saeidnia et al
(2024)10

Iran Evaluation study;
understand clinicians’
and informal caregivers’
opinions of ChatGPT as a
resource for information
seeking about
dementia; none

Psychological
health (dementia)

Mixed; structured
interviews and survey;
April 2023

15 informal caregivers
of patients with
dementia; social media
(Instagram, Facebook,
and Telegram)

ChatGPT (version
unspecified); indirect

Interview findings show that informal
caregivers were more positive about using
ChatGPT to obtain non-specialized
information about dementia compared to
formal caregivers (i.e., clinicians). Survey
results show that informal caregivers gave
higher ratings (M¼ 3.77 out of 5) of
ChatGPT’s responsiveness on the items
describing information needs than formal
caregivers (M¼ 3.13 out of 5)

Schmidt et al (2023)
11

Germany Evaluation study; assess
the comprehensibility,
information density, and
conclusion possibilities
of simplified MRI
findings of the knee
joint; none

Medical imaging
(MRI of the knee
joint)

Quantitative; survey;
December 2022

20 orthopedic
patients; university
hospital

ChatGPT 3.5; indirect Patient evaluation ChatGPT-simplified MRI
findings show consistent quality of reports,
depending on information complexity.
Simplicity of word choice and sentence
structure was rated “Agree” on average,
with significant differences between
simple and complex findings and between
moderate and complex findings. Patients
reported being significantly better at
knowing what the text was about and
drawing the correct conclusions, the more
simplified the report of findings was
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(Continued)

Author(s),
publication year

Country
conducted

Study type; aims;
theory used

Health topic Design; data
collection; year of
data collection

Sample size and type
of health consumers;
recruitment site

GenAI chatbot;
exposure; duration of
exposure if direct

Key findings

Yun et al (2023)12 Unspecified; likely
South Korea

Evaluation study; assess
the answers provided by
ChatGPT during
hypothetical breast
augmentation
consultations across
various categories and
depths; none

Surgical procedure
(mammoplasty)

Mixed; survey;
unspecified year

5 adults; unspecified
site

ChatGPT 4; indirect Laypeople’s mean scores of ChatGPT
consultations were significantly higher
than surgeons based on reliability (3.61 vs.
3.47), information quality (3.81 vs. 3.40),
overall quality rating (4.52 vs. 3.83), and
emotion (3.49 vs. 3.05)

aNot fully published; publication year is based on its online-first release. The rest are based on the official publication year.
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